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have argued that the Bayesian paradigm is the proper
approach for reporting the results of scientific
analysesfor use by clients and readers. To date, the
methods have been too complicated for non-
statisticians to use. In this paper we argue that the
World-Wide Web provides the perfect environment to
put the Bayesian paradgm into practice: the
likelihood function of the is parsimoniously
represented on the server side, the reader uses the
client to renresent her Drior belief. and a dewnlnadvy vas,,&W^*'#v,I *Lo v W**OW LO WLrVr5%MM

program (a Java applet) performs the combination. In Reader
our approach, a dfferent applet can be used for each
likelihood function, prior belief can be assessed (a)
graphically, and calculation results can be reported in
a variety of ways. We present a prototype Data
implementation, BayesApplet, for two-arm
clinical tials with normally-distributed outcomes, a
prominent model for clinical trials. The primary
implication of this work is that publishing medical
research results on the Web can take aform beyond r
differentfrom that currently used on paper, and can
have a profound impact on the publication and use of
research results.
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INTRODUCTION Prior
The Bayesian digm of using scientific iesh

results holds that the decision maker should combine
data reported in a study with her prior belief, to anive
at a posteior belief that she then uses for decision
making.1 '2 Proponents of this view have argued that
this paradigm matches the thought and actions of

decision makers in general, and physicians in
particular.3-5 For instance, if my prior belief
represents my best estimate for the risk a particular
patient has for a disease, reseaih data can combine
with that belief to help me estimate the implications
of published research results for that patient.

(b)
Figure 1. System architecture. (a) Client-server design

(b) Specifics of applet-based interaction
Until now, methds suggested for implementing this
reporting paradigm have been paper based The
investigators produce a number of graphs where a
rader can locate her prior belief on one axis and find
her posterior belief on another.6 These methods have
been limited in that use of the graphs require tahiing
ihat most non-statisticians do not have and in that

publishers are reluctant to commit so much '"al
estate" for the depiction of these graphs. (A textual,
clssical-rigm-d P value takes up much less
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space!) The lack of availability of proper reporting
tools is one reason for the opposition against the use
of Bayesian methods.7
With the advent of full-text publishing on the
Intemet, medical informaticians have the opportunity
to suggest novel ways of making research data
available to reders. the power of microcomputers
could be brought to bear on performing the Bayesian
calculation that have heretofore been problematic. In
this paper we integrate these three themes: Bayesian
statistics, full-text on-line publication, and the World-
Wide Web.

METHODS
In Bayesian statistical analysis, the focal statistic is
the likelihood function, P(specific, obtained data I
any possible value of the parameter of interest).
Whereas the P value of classical statistics produces
single numbers, the likelihood function is a curve: for
each potential value of a paraneter (e.g., population
mean systolic blood pressure), the likelihood function
indicates how likely that value is, given the data. The
Bayesian combination of the likelihood function with
prior belief (prior P(parameter)) produces the posterior
belief distribution, P(parameter I data), which is then
used to produce measures of interest, such as Bayesian
confidence intervals and such as optimal actionas.

Architecture
Figure 1 depicts our proposed system architecture. In
this architecture, authors publish their data via Web
servers. As part of the "article," the authors present
the data and a link to the appropriate downoadable
program (applet). Readers view those data through
client Web browsers. When the data are accessed, the
interactive applet is downklaed along with the data.
Ideally, the applets would be part of an extensive
applet library, available to all authors (and reades) on
the Web. In figure lb, the details of the client-side
interaction are shown: the rea uses the applet to
input her prior belief, and the applet computes the
posterior belief from that prior belief and from the
likelihood function.

Likelihood function
Behind each classical statistical test lies a statistical
model embodying a variety of assumptions about the
real world, about the experimental process, and about
the quality of the data. Similarly, the likelihood
function is a product of a statistical model. The
essential components of a statistical model are the
parametric family (normal, binomial, etc.), the
parameters (mean and stndard deviation for the
normal distribution; success probability and number
of trials, for the binomial), and the sufficient

statistics-the appiate summarization of the data
for the parameters involved (e.g., sample size, mean,
and s ad deviation, for the mean of a normal
distribution). A number of general methods have been
proposed over the last dece for the computer-based
representation of the likelihood function.8' 9* This
general appoach would entail all authors invoking
the same Bayesian applet, but having to represent the
likelihood function in some standard fashion.
In our approach, we suggest a simpler method: each
applet has associated with it a canonical likelihood
function. Therefore, the author chooses the
appropriate applet for his data, and needs to put only
the data onto his Web document (in an appropriate
format; see Results); the applet produces the
computable form of the likelihood function internally
upon execution.

Prior belief
Assessment of prior belief can sometimes be difficult
primarily because users are unfamiliar with the task.
Statisticians have suggested a number of assessment
methods.10 11 The two major appraches are to
assess the belief directly and numerically, or to
assume a pametric family for the prior belief, ad
then to assess the decision maker's estimates of the
parameters. As an example of the latter approach in
the case of prior belief in a mean blood pressure, the
assessor would ask the decision maker if her belief
would look like a normal distribution, and then would
ask her to state what she thinks the mean is, a priori,
and to state a sandard deviation that represents her
uncertainty in that estimate.
An advantage of an applet-based environment is that
graphical methods can be used that have heretofore
not been possible. In our prototye, we have the user
graphically move the entire prior distribution curve,
rather than type in values for the prior mean and
standard deviation (see Results).
Posterior belief
The heart of Bayesian statistical reporting is the
calculation of posterior belief. A number of general
approaches are available from the Bayesian
community 12, 13 However, these general methods
are time intensive, because, in the generl case, the
Bayesian calculation requires multiple numerical

* The evolving file format for belief networks, a
superset of statistical models, is found in
http://wwwxesearch.microsoft.com/research/dtg/bnfor
mat/default.htm
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integration or simulation. A time-saving apprach is
to make some strong assumptions about the c er
of the prior distribution vis A vis the likelhood
function and thereby to simplify the calculation. For
instance, if the likelihood function wae normal and
the prior belief on the mean were normal (and the
sardani deviation of the likelihood function we
assumed to be known), then non-integrating
algorithms would be used. 14 For small models, ter
are direct calculations that can be perfomed very
quickly.15
Associated measures

Given a posterior distribution, Bayesian analysts 15,
16 have recmmended a variety of measures to aid in
inference and in decision making. One that we present
in this paper is the tail probability, Ppameter >
specified value I data), that has the semantics that
most readers assign toP values.

RESULTS

For our prototype, we chose the problem of reporting
daa from a two-arm rnizd clinical trial where
the outcomes are nornally distributed. In classical
statistics, a t test would be calculated from the data, a
P value would be ga ted fom the test statistic (as
would a confidence interval), and the P value would
be compared with an error limit of, say, 0.05. If the P
value were less than 0.05, the null hypothesis would
be rejected that the two treatments (assigned to each
ann) result in the same outcome.
To publish the data with our Bayesian applet,* the
author includes the following HT?L code in his
document (assuming he had access to the
bayesApplet Java code).
1. <applet code=bayesApplet.class
width=600 height=400>
2. <param name=imgIdle value=
OopenHand.gif">
3. <param name=imgActive value=
"closeHand.gif">
4. <param name=datacurvel value=
"Experimental,.1,10,300>
5. <param name=datacurve2 value=
Plecebo,.5,10,350>

6. </applet>
Line 1 opens the reference to the applet and reserves
some screen real estate. Lines 2 and 3 tell the applet
where to find two image files the applet needs for user
input of prior belief. Lines 4 and 5 are the core of the

* See http:/funfonetwelchjhu.edu/-mrw//Bayes/ndex
.html for the most current public version.

datapublishing: each informs the applet of the name
of one arm of treatment, as well as the sufficient
statistics for the results of that arm (mean, ard
deviation, and sample size). Line 6 closes the
refesence.
In terms of our design specifications, note that the
likelihood function is implied in the choice of applet
(bayesAppletclass). Furthermore, the data are re ted
as sufficient statistics in a format detenined by the
applet. If the author wanted the renr to see the
complete data in some tabular format, for instance,
that table would have to appear elsewhere in the Web
document.

To give a sense of the user's interaction with the
applet, Figure 2 provides a screen shot. Data
(sufficient statistics) from the server are displayed in
the Input Panel and are used to create the likelihood
function. The user creates the prior distribution either
by typing into the Input Panel or by manipulating
the graph on the Canvas. The posterior distribution is
crased on the fly; every time the prior distribution
changes, the applet recalculates, and displays, the
posterior distribution. The associated measures (in
this case, only the tail probability) are calculated as
well. The interaction is fast; as the user drags the
prior distribution around the Canvas, the posterior
curve changes immediately.

We use a novel approach to the graphical input of
prior belief. The user can "grab" the prior distribution
curve directly. The applet interprets horizontal
movement of the curve as a change in the prior mean.
It interprets vertical movement as a change in standard
deviation: "up" mean greater certainty, or a smaller
standrd deviation; "down" means less certainty, or a
larger standard deviation. A flat prior curve means that
the user has no prior belief in the value of the mean
of interest, called non-informative in the Bayesian
literature.17 Usually, a non-informative prior leads to
Bayesian calculations that are numerically the same as
some classical measures, but retain the more
intuitive, Bayesian interpretations.

Thus, a user might typically interact with the system
as follows: First, she could use a non-informative
prior to see what the classical-statistical conclusion
would be. Then, she could use a "real" prior,
representng her true prior knowledge, to see the
implications of the data for her current state of
knowledge. Finally, she could use extreme priors to
see how skeptical she would have to be to change her
mind. This last use is the most powerful, because the
intertion allows the user to argue with the data, a
rhetorical stance not possible with traditional pape-
based publication
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Figure 2. Screen shot of bayesApplet. In this example, the two treatment arms are Experimental and Placebo.
The data for arm Experimental (mean of 0.1, standard deviation (sd) of 10, and sample size of 30 (hence, a stand
error of 1.8)) are displayed in the "data" column of the Input Panel. The informative prior belief input by the user
has a mean of -3.33 and sd of 2.03. The calculated posterior mean is -0.38 (a weighted average of the prior and of
the data means) and the posterior sd is 0.535 (i.e., more certain than either the prior or the data). The curves for the
prior belief, the posterior belief, and the likelihood function are laid out on the Canvas from left to right (color-
coded). The user can alter her prior belief either by typing in the Input Panel, or by "grabbing" and moving the
hand icon by clicking and dragging the mouse. The area under the posterior belief curve to the right of the y-axis
represents the tail probability measure. The value of this Bayesian P value (0.24) is displayed in the InputPanel.

The bayesApplet applet itself comprises a
number of objects whose classes, inheritance, and
ownership relationships are shown in Figure 3. For
instance, an instance of graphCanvas class has, as
members, one instance each of a normalPrior-
Curve, a normalPosteriorCurve, and a
normalDataCurve. Each of these classes ar
speciaations of the bayesCurve class. An
instance of graphCanvas displays the curves (with
the possibility of the user manipulating the prior
curve), while an instance of the inputPanel
allows numerical inputs and displays numerical
outputs.
The prototype discussed here was written in Java
Alpha3, Release 1 of the Solaris Java Development
Kit and has been tested to date on beta versions of
Netscape 2.0 for Solaris and for Windows95.

DISCUSSION
The World-Wide Web is the natural environment for
on-line full-text publishing: The Web can archive
research results, while users can interact with the data
in a Bayesian manner. The prototpe presented here is

only a first stab at this paradigm, but the implication
is clear: The Web can be used to implement the
Bayesian paradigm.
The current prototype's interface needs to be improved
to be usable by physicians. Comprehension would be
improved by using a wider variety of measures
associated with the posterior distribution and by
attaching clinically relevant interpretations to them.
For instance, adding in decision tiresholds would aid
dramatically in this interpretation. (e.g., what
difference is clinically significant). Furthermore,
rather than simply having the user vaiy the prior
distribution, the machine could point out at what
point the conclusion has changed (sensitivity
analysis).
An alternate approach to publishing research results is
for the author to include all the raw data, and allow
the user to use applet-based database-manipulation
tools to examine the data. While such spradsheet
tools are sure to be commonly available, this form of
interaction would ignore the statistical model-
selection work done by the investigator, and can
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intrduce unintended biases due to i e
analysis.
Computation of the posterior distribution could
conceivably be perfonned by a server-based (cgi)
program. However, that design would put the burden
of computation either on the author or on the cental
library/server. The latter design would not scale up for
the case of large numbers of readers; the former design
puts too much burden on authors.
It is a commonplace to say that the Web will change
the way we work and think. Yet, implementing the
Bayesian paradigm on the Web truly has the potential
to convert passive readers of h articles into
active participants, to change the role of read into
that of decision maker, to change the rhetorical naure
of publishing h results, and to fulfill the
informatics goal of making the clinical resh
literature a real aid to clinical practice.
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